
Challenge has 200 object classes

Recognition system uses:

• Fisher with FLAIR

• Selective Search

• ColorSIFT

Using approved training data, outperforms CNNs

ImageNet 2013 Detection Challenge

Koen E. A. van de Sande12,  Cees G. M. Snoek12, Arnold W. M. Smeulders123

Fisher and VLAD with FLAIR

1University of Amsterdam, 2Euvision Technologies, 3Centrum Wiskunde & Informatica

Box Encodings

• FLAIR is the new data representation which enables fast encoding of arbitrary boxes in an image with the 

powerful VLAD and Fisher vectors:

• Area independent

• Supports spatial pyramids, power norm, L2 norm

• No approximation

• Allows for large-scale detection

• State-of-the-art detection results on PASCAL VOC and ImageNet challenges

Object recognition seeks to answer 2 questions:

• What is it?

• Where is it?

Conclusion

Object Recognition

Goal: Construct feature vector for B boxes with S spatial pyramid cells

• N descriptors of length D in the image of size (W,H)

The k-th feature vector element:

FLAIR for standard Bag-of-Words:

• Decompose over K codewords

• K integral images to create feature vector in O(K)

• Complexity: from O(NBS) to O(NK+KBS)

• Overhead of making integral images limits practical use

• SIFT-only VOC2007: meanAP ~ 32.3

One descriptor now affects D elements of feature vector:

VLAD with FLAIR:

• Uses multidimensional integral images

• Exploits sparsity due to decomposition

• 79% of rows/columns is empty

• Memory usage down to 1GB from 14GB

• Support power and Lp normalizations

• Evaluate VLAD independent of box area: O(KWHD+KDBS)

Fisher is the normalized gradient of the loglikelihood under a Mixture-of-Gaussians.

For codeword (Gaussian) k:

Decomposition over k still possible, even with multiple assignment. Consider:

Rewrite using these to:

The scalar integral image S0(k) and the multidimensional integral images 

S1(k) and S2(k) are supplemented by a scalar integral image holding the 

number of descriptors N in an area. With these four integral images 

the gradients for a single codeword evaluate in O(D) and 

independent of box area, similar to VLAD

Fast Local Area Independent Representation

PASCAL VOC2010 test set (through independent evaluation server):

• We improve the state-of-the-art and perform best for 9 out of 20 objects

• Current #1 in the online leaderboard

PASCAL VOC2012 test set: 40.6 meanAP

PASCAL VOC Object Detection
Encoding a box depends on the #pixels inside

Large boxes are slower to encode than small

Existing approaches:

• Integral images compute the sum of an area in O(1)

• Multidimensional integral images [PorikliCVPR05] 

extend this to histograms

• Approximate at significant accuracy costs

For VLAD encoding, integral histograms require 14GB of 

memory and minutes to compute per image: unusable in 
practice.

For Fisher, there are additional complexities with multiple 

assignment, power and L2 normalizations

FLAIR solves these problems. It was our secret ingredient 

to winning the 2013                             200 Object Detection 

Challenge

Key Problems

State-of-the-art encodings:

• VLAD [JegouTPAMI12]

• Fisher [PerronninECCV10]

Current state-of-the-art for recognition:

• VOC’10 [CinbisICCV13]

• VOC’12 [SandeVOC12]

• ImageNet-DET’13 (this work)

Drawback: Computationally expensive

VLAD with FLAIR

Fisher with FLAIR

http://koen.me/research/flair

Codebook
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Integral image

Point feature Codeword index

Decomposition

Box feature encoding

(2     0     2) (1     0     1)

Finding the sum of a box:

C+A-B-D

18x speedup
VOC’07 meanAP ~ 28.2

18x speedup
VOC’07 meanAP ~ 33.3
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Challenge Results

• Improved the state-of-the-art by over 20% for the real-world task 

where there are no ground truth bounding boxes on the test set

• Fisher with FLAIR opens doors to fine-grained object detection 

without domain-specific feature optimization.

CUB200-2011 Bird Species Categorization

Elephant Volleyball Accordion


