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ABSTRACT
An emerging trend in video event detection is to learn an
event from a bank of concept detector scores. Different from
existing work, which simply relies on a bank containing all
available detectors, we propose in this paper an algorithm
that learns from examples what concepts in a bank are most
informative per event. We model finding this bank of infor-
mative concepts out of a large set of concept detectors as a
rare event search. Our proposed approximate solution finds
the optimal concept bank using a cross-entropy optimiza-
tion. We study the behavior of video event detection based
on a bank of informative concepts by performing three ex-
periments on more than 1,000 hours of arbitrary internet
video from the TRECVID multimedia event detection task.
Starting from a concept bank of 1,346 detectors we show that
1.) some concept banks are more informative than others
for specific events, 2.) event detection using an automati-
cally obtained informative concept bank is more robust than
using all available concepts, 3.) even for small amounts of
training examples an informative concept bank outperforms
a full bank and a bag-of-word event representation, and 4.)
we show qualitatively that the informative concept banks
make sense for the events of interest, without being pro-
grammed to do so. We conclude that for concept banks it
pays to be informative.

Categories and Subject Descriptors
1.2.10 [Artificial Intelligence]: Vision and Scene Under-
standing—Video Analysis

General Terms
Algorithms, Experimentation, Measurement

Keywords
Event recognition, concept detection, cross-entropy optimiza-
tion
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1. INTRODUCTION
Automated understanding of events in unconstrained video

has been a challenging problem in the multimedia commu-
nity for decades [16]. This comes without surprise as provid-
ing access to events has great potential for many innovative
applications [4,33]. Traditional event detectors represent an
event by a carefully constructed explicit model [9,13]. In [9],
for example, Haering et al. propose a three-layer inference
process to model events in wildlife video. In each layer event-
specific knowledge is incorporated ranging from object-level
motion, to domain-specific knowledge of wildlife hunting be-
havior. While effective for detecting hunting events, such
a knowledge-intensive approach is unlikely to generalize to
other problem domains. Hence, event representations based
on explicit models are well suited for constrained domains
like wildlife and railroad monitoring, but they are unable,
nor intended, to generalize to a broad class of events in un-
constrained video like the ones in Figure 1.

Recently, other solutions have started to emerge. We
group related works based on the type of representation
used: bag-of-words and bank-of-concepts.

1.1 Event as bag-of-words
Inspired by the success of bag-of-word representations for

object and scene recognition [14,31], there are several papers
in the literature that exploit this low-level representation
for event detection. In [15] the team of Columbia Univer-
sity, showed that state-of-art event detection performance is
feasible by combining bag-of-words derived from SIFT de-
scriptors, with bag-of-words derived from both MFCC au-
dio features and space-time interest points. Their idea of
combining multi-modal bag-of-words was further extended
by Natarajan et al. [23] and Tamrakar et al. [29], who ad-
here to a more is better approach to event detection by
exhaustively combining various visual descriptors, quanti-
zation methods, and word pooling strategies. In [12] Inoue
et al. stress the importance of Principal Component Anal-
ysis to reduce the dimensionality of the growing amount of
visual descriptors. Their event detection results are bench-
marked with state-of-the-art results also, but it requires less
computation than [23, 29]. In benchmarks like TRECVID’s
multimedia event detection task [30] the bag-of-words rep-
resentation has proven it’s merit with respect to robustness
and generalization, but from the sheer number of highly cor-
related descriptors and vector quantized words, it is not easy
to derive how these detectors arrive at their event classifica-
tion. Moreover, events are often characterized by similarity
in semantics rather than appearance. Our goal is to find an
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Figure 1: Eexample of fifteen arbitrary events in
internet video content.

informative representation able to recognize, and ultimately
describe, events in arbitrary video content. We argue that
to reach that long-term goal a more semantic representation
is urged for.

1.2 Event as bank-of-concepts
Inspired by the success of semantic concepts for improv-

ing video retrieval [10, 28], several papers in the literature
exploit a bank of semantic concepts as the representation for
learning event detectors. Ebadollahi et al., for the first time,
explored the use of semantic concepts for learning events [7].
For creating their bank-of-concepts, they employed the 39
detectors from the Large Scale Concept Ontology [22]. Each
frame in their broadcast news video collection is then repre-
sented as a vector describing the likelihood of the 39 concept
detectors. To arrive at an event classification score they em-
ploy a HiddenMarkov Model. Due to the availability of large
lexicons of concept annotations [5, 22], several others have
recently also explored the utility of bank-of-concept repre-
sentations [1, 8, 17, 21, 25]. In [21] Merler et al. argue to
use all available concept detectors for event representation.
Based on a keyframe representation containing 280 concept
detector scores, and a support vector machine for learning,
the authors show that competitive event detection results
can be obtained. In [8] Gkalelis et al. propose to reduce,
with the help of Mixture Subclass Discriminant Analysis,
a bank-of-concepts consisting of 231 detector scores to a
subspace best describing an event. Because for both [21]
and [8] the resulting event detector operates on all concepts
simultaneously, the precise explanation of an event cannot
be provided. We are inspired by the concept bank approach
to event representation [1, 7, 8, 21]. Our goal is to arrive at
a more precise concept bank, while improving event detec-
tion accuracy. To that end we investigate whether we can

learn for a given event what concepts are most informative
to include in its concept bank.

1.3 Contribution
We make three contributions in this paper. First, we

model finding the bank of informative concepts out of a large
set of concept detectors as a rare event search. Second, we
propose an approximate solution that finds the near opti-
mal concept bank using a cross-entropy optimization [18].
Third, we show qualitatively that the found concept bank
makes sense for the events of interest, without being pro-
grammed to do so.

To the best of our knowledge no method currently exists
in the literature able to determine the most informative con-
cept bank for learning to detect an event. Note especially
the algorithmic difference with concept selection for video
retrieval [11,32]. In the retrieval scenario the selected detec-
tor score is exploited directly for search. In our approach,
the bank of automatically found informative detectors is op-
timized for learning to recognize an event. We study the
behavior of our informative concept banks by performing
several experiments on more than 1,000 hours of arbitrary
internet video from the TRECVID 2011 multimedia event
detection task. But before we report our experimental val-
idation, we first introduce our algorithm which learns from
video examples the informative concept bank for video event
detection.

2. INFORMATIVE CONCEPT BANKS
Our goal is to arrive at an event representation contain-

ing informative concept detectors only. However, we need to
first define what is informative. For example, one can rea-
sonably expect that for the event “feeding an animal”, con-
cepts such as “food”, “animal” or “person” should be more
important, and thus informative.

We start from a large bank of concept detectors for rep-
resenting events. Given a set of exemplar keyframes of an
event category, the aim is to find a smaller bank of informa-
tive concepts that accurately describe this event. Suppose
that the cardinality of the bank of all available concepts is
S. Then the number of concept subsets within this set is
2S . When S increases, the process of finding the best sub-
set, i.e., the informative concept bank, will be very hard. In
fact the problem of finding the best concepts from a large
lexicon is an NP-complete problem for which approximation
methods are the only viable solution.

We consider the problem of finding the best subset of in-
formative concepts as a rare event in the concepts space.
Hence, searching for the bank of informative concepts be-
comes a rare event search that is properly modeled by a
rare event simulation. For solving rare event search prob-
lems, in general, the cross-entropy optimization [24] is a well
known and frequently used solution [18]. As the cross en-
tropy requires only a small number of parameters, chances
of overfitting are minimized. Moreover, convergence is rela-
tively fast and a near-optimum solution is guaranteed. We
first describe briefly the theory behind cross-entropy, and
then present our learning algorithm based on cross-entropy
optimization for finding the informative concept banks for
event detection.

2.1 Cross-Entropy
We want to maximize the contribution of the individual
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Figure 2: Flow chart for video event detection using an informative concept bank. We extract keyframes, label
them based on event presence, and classify individual keyframes with a large number of concept detectors.
We determine the informative concepts using the algorithm in Table 1. It selects random banks of concepts
and determines their informativeness with the aid of an objective function (e.g., average precision) and cross-
validation. After each iteration we update importance sampling parameter Θq. For the event feeding an
animal the selection algorithm finds the concepts ‘animal’, ‘cat’, and ‘food’ to be the most informative. We
represent each keyframe of the videos by this informative concept bank and use a classifier to infer a final
event score.

concept detectors to the final classification of a video to one
or the other event categories. We adopt the standard for the
event detection benchmarks, mean average precision metric
to measure the accuracy of our representation. Hence our
objective function, f(:), is the average precision.

We want to maximize the objective function f(x) with
respect to x, where x is a subset of the concept detectors
that we have in our object bank. We thus want to identify
the configuration x∗ of concept detectors, which will return
the maximum score f(x∗).

The cross-entropy optimization [24] models the random
variable x with the distribution p(x;Θ), where Θ is a vari-
able that represents the distribution parameters. Since x =
{xi}, i = 1, ..., S stands for the all S concept detectors, Θi is
the variable that controls the participation of each of these
concepts xi to the final score f(x). The cross entropy opti-
mization estimates the optimal solution x∗ for maximizing
f(x) as the expected value of p(x;Θ). Obviously, Θ plays
an important role for x∗. We determine the optimal value
for Θ by solving the following problem:

Θ∗ = argmax
Θ

∫
x

I(f(x) � α)p(x;Θ)dx, (1)

where in this equation I is an indicator function, and α is
a threshold that determines the minimum accuracy that a
possible solution x should exhibit. Eq. 1 cannot be solved
analytically, hence we need to derive an iterative approxi-
mation to Θ via the following three steps:

(1) Use p(x;Θ) to randomly generate n samples, that is:

x1, ..., xn ∼ p(x;Θ) (2)

(2) Evaluate each of xj using f(x). Then, sort the n sam-
ples descending order and select the top m samples

{x̂1, ..., x̂m}, the elite samples.

(3) Finally, use the m elite samples to re-estimate Θ as the
maximum likelihood estimators for maximizing f(x).

The parameter Θ is updated in step 3 using the infor-
mation from the m elite samples. Based on eq. 1 the so-
lution vector Θq at iteration q minimizes the cross entropy
distance between our current best model p(x;Θq) and the
optimal p(x;Θ∗) one. From eq. 1, we observe that having
more accurate elite samples generates solutions closer to the
optimal Θ∗. Through the progression of iterations subse-
quent elite samples will exhibit higher and higher accuracy,
leading to a better and better estimation of Θq

i . Repeating
this update rule iteratively leads x to convergence towards
x∗ [24]. The stopping criterion for the algorithm may either
be the accuracy standstill over the last iterations or reaching
a maximum number of iterations.

2.2 Searching the informative concept bank
Now we present our algorithm for searching the informa-

tive concept bank for each event category. Since each con-
cept is either selected, or not, we model function p(x;Θ) as
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Table 1: The proposed algorithm which models find-
ing an informative concept bank for video event de-
tection as a cross-entropy optimization.

INPUT: Number of iterations (T ), samples (n),
elite samples (m), index of events (event)
OUTPUT: Informative concept bank per event (x∗)
1. for each event

2. Initialize Θ(0)

3. for q = 1, . . . , T

4. Concepts sampling: Generate n

samples {x(1,q), ..., x(n,q)} by using current

parameter Θ(q−1).

5. Samples selection: Find the m samples that
perform best given the objective function f(x).

6. Update parameter vector Θ(q): Based
on the best concept samples from step 5,

update parameter set Θ(q) by using Eq. 4

7. x∗ ← Θ(T )

an one-trial binomial distribution, that is

xi = Binomial(1,Θi), for i = 1, ..., S. (3)

Each concept xi follows a distribution p(xi; Θi), and Θ =
{Θi} i = 1, ..., S. Given Θ we generate at the q-th iteration

n samples x(1,q), ..., x(n,q) for all concepts i = 1, ..., S. Each
of these samples x(j,q) in reality is a binary vector, with

x
(j,q)
i = 1 when a concept i is part of the solution for this

concept and 0 otherwise. The parameters Θq
i of our binomial

distributions directly measure the impact of concept i in the
process of event detection for each event. Larger Θq

i makes
the presence of concept i in the optimal solution more likely.
In the end, the majority of concepts should not participate in
finding an event category, so that their binomial parameter
Θq

i is equal to 0.
For the purpose of event detection, the objective function

typically needs labeled training data to quantify the accu-
racy of various banks. To do so, we separate the training
data into a training and validation set. An event classifier
is learned from the selected concepts in the training set and
validated on the validation set. We use average precision to
reflect the accuracy on the validation set. After each itera-
tion we update Θq

i by maximum likelihood estimation on the
m elite samples. For a Binomial distribution, this accounts
to averaging over the elite samples:

Θ
(q)
i =

1

m

m∑
j=1

x
(j,q)
i . (4)

We visualize the overall flow chart for searching informa-
tive concept banks for video event detection in Figure 2.
Our learning algorithm for obtaining the bank of informa-
tive concepts is summarized in Table 1.

3. EXPERIMENTAL SETUP
We investigate the effectiveness of informative concept

banks for video event detection by performing a series of
experiments on a large corpus of challenging real-world web
video.

Table 2: Our experiments are evaluated on the
TRECVID 2011 Multimedia event detection corpus.
The training set is based on the provided event kits
only. Number of video and extracted keyframes per
event detailed.

Training set Test set

Positive Negative Positive Negative

Name of event Video Frame Video Frame Video Frame Video Frame

Board trick 161 1,592 555 11,673 114 2,334 4,177 36,758

Feeding animal 162 1,332 554 12,220 114 401 4,177 38,691

Landing fish 122 996 594 12,261 85 1,291 4,206 37,801

Wedding ceremony 128 1,595 588 11,147 89 2,766 4,202 36,326

Wood working 143 1,304 573 12,191 100 945 4,191 38,147

Birthday party 173 1,216 1,175 24,628 172 2,032 31,863 251,699

Changing a vehicle tire 111 1,124 1,237 24,716 113 1,244 31,922 252,487

Flash mob gartering 172 1,893 1,176 23,942 135 1,933 31,900 251,798

Getting a vehicle unstuck 132 1,269 1,216 24,581 83 504 31,952 253,227

Grooming an animal 138 1,411 1,210 24,424 81 521 31,954 253,210

Making a sandwich 126 1,504 1,222 24,350 137 1,885 31,898 251,846

Parade 138 1,491 1,210 24,340 187 1,556 31,848 252,175

Parkour 112 1,873 1,236 23,978 102 2,943 31,933 250,788

Repairing an appliance 123 1,518 1,225 24,296 88 1,366 31,947 252,365

Working on sewing project 120 1,171 1,228 24,687 82 1,046 31,953 252,685

3.1 Data set
TRECVID Multimedia Event Detection For our ex-

periments we adopt the large-scale publicly available video
data set from TRECVID’s 2011 multimedia event detection
corpus [30]. This corpus contains a collection of 38,387 inter-
net video clips, totaling 1,229 hours. The MPEG-4 format-
ted video data consist of user-generated content posted to
various Internet video hosting sites. TRECVID divided the
data set into three collections, an event kit containing a tex-
tual description of the events together with labeled training
video. A development collection1 containing test video for
the events Board trick, Feeding animal, Landing fish, Wed-
ding ceremony, and Wood working, and an opaque collection
containing test video for the events Birthday party, Chang-
ing vehicle tire, Flash mob gathering, Getting a vehicle un-
stuck, Grooming animal, Making sandwich, Parade, Park-
our, Repairing appliance, and Working on sewing project.
Since the groundtruth annotations are defined on different
partitions of the data, we group the fifteen events into two
groups. The first five events defined on the development
collection are in group 1 and the ten remaining events are
in group 2. For a visual impression of characteristic event
examples we refer to Figure 1.

Training set In our experiments we adopt the event kit
as our training set, which corresponds to 2,061 video clips
with an approximate duration of 92 hours. We report our
results for events in group 1 on the development collection
which contains 4,291 video clips corresponding to 146 hours.
For events in group 2 we report our result on the test col-
lection that contains 32,035 video clips with an approximate
duration of 991 hours. We shot segment the video and des-
ignate the middle frame as as keyframe. To assure sufficient
training data, especially from single-shot video, we require at
least 10 frames per video from the event kit. As an arbitrary
internet video may contain several non-relevant frames like
black frames, over-exposed frames and extreme close-ups, we
manually verify all the extracted keyframes from the posi-
tively labeled videos in the event kit. We label a keyframe

1To be precise, we use part 1 of the development collection
and ignore part 2 which contains background video clips
only.
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Figure 3: Experiment 1. (a) Influence of concept bank size: Event detection accuracy increases with the
number of concepts in the bank, but the variance suggests that some concept banks are more informative
than others. (b) Influence of concept bank size for ”Landing fish”: For the event Landing fish a small bank of
100 (random) concepts clearly outperforms the bank using all 1,346 concepts. Indicating that much is to be
expected from a priori search for the most informative concept bank for an event.

as positive if the context of the event is observable, if not we
label it as negative. All the keyframes of negatively labeled
videos are simply considered as additional negatives also.

Test set Similar to the training data we shot segment the
videos in the development and opaque collection. To reduce
computation we extract a fixed number of six frames per
shot. Table 2 summarizes the number of labeled videos and
keyframes available for each event in both our training and
test sets.

3.2 Implementation details
Concept Bank We classify each keyframe in our data

set with a bank of 1,346 concept detectors. The detec-
tors are trained using annotations for 346 concepts from
the TRECVID 2011 Semantic Indexing Task [2] and 1,000
concepts from the ImageNet Large Scale Visual Recognition
Challenge 2011 [5]. We implement them using a bag-of-
words with SIFT [19], OpponentSIFT and RGB-SIFT de-
scriptors extracted at Harris-Laplace keypoints and dense
sampled points, at every 6 pixels for two scales, using the
Color Descriptor software from [31]. The codebook size is
4,096 and we employ a 1x3 spatial pyramid subdivision. As
classifier we employ a Support Vector Machine with a fast
approximate histogram intersection kernel [20].

Event detection As we focus on obtaining an informa-
tive concept bank for video event detection in this paper,
we are for the moment less interested in the accuracy op-
timizations that may be obtained from various kernel set-
tings [3, 6, 34]. Hence, we train for each event a one-versus-
all linear support vector machine [26] and fix the value of its
regularization parameter C to 100. We train and test the
linear support vector machine on keyframe level. To arrive
at a decision at video level, we employ max pooling over the
classification scores per keyframe.

Cross entropy parametersAfter initial testing on small
partitions of the data, we set the parameters of our cross-
entropy learning algorithm to find the informative concept
banks for each event as follows: number of iterations 20,

number of concept samples in each iteration 1,000, and num-
ber of elite samples in each iteration 200. Inside the objec-
tive function we use 5-fold cross-validation.

Evaluation criteria For both objective function f(x) in
our learning algorithm, as well as the final event detection
performance we consider as evaluation criterion the average
precision (AP), which is a well known and popular measure
in the video retrieval literature [27]. We also report the aver-
age performance over all fifteen events as the mean average
precision (MAP).

3.3 Experiments
In order to establish the effectiveness of informative con-

cept banks for video event detection, we perform three ex-
periments.

Experiment 1: Influence of concept bank size To assess
the effect of a growing number of concepts in a bank on video
event detection performance, we randomly sample a bank
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Informative concept bank
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Figure 4: Experiment 2. The result of using dif-
ferent size of informative concept bank. The re-
sult shows that there is an informative concept bank
composed of 300 concept detectors that reach 0.158
MAP in video event detection.
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Figure 5: Experiment 2. (a) An informative concept bank always outperforms a bank containing all available
concept detectors for video event detection. On average the relative improvement is 65%. (b) Repeating
experiment 2 on the dataset provided by [21] confirms the conclusion of (a).

of concepts from our 1,346 concept-lexicon with a step size
of 100. Each keyframe in our dataset is then represented
in terms of the detector scores from the concepts in this
random bank. We repeat this procedure 20 times for each
bank size.

Experiment 2: All concepts versus informative con-
cepts In this experiment we compare a bank based on all
available concept detectors to a bank containing informa-
tive concepts. As the baseline, we represent each keyframe
in our data set as a 1,346D vector of detector scores (see
section 3.2). For finding the informative concept bank per
event, we apply the cross-entropy optimization as described
in section 2.2 on the training set only. We train an event de-
tector on the most informative concept bank and report its
performance on the (unseen) test set. Since we can fix the
sample size inside our algorithm, we evaluate the following
bank sizes: 20, 40, 60, 80, 100, 200, 300, 500, 800 to find the
most appropriate setting for our dataset based on the MAP.

Experiment 3: Influence of event training examples
To investigate the stability of informative concept banks
for video event detection under limited number of training
examples, we compare it with a bank containing all avail-
able concepts and an appearance-based bag-of-words using
densely sampled SIFT descriptors, which are vector quan-
tized into a 4K codebook. In all cases we employ a lin-
ear Support Vector Machine for event classification. We
vary the number of positive training examples from 1 to 900
keyframes. The positive event training examples are ran-
domly sampled from our pool of positively labeled keyframes,
the negative examples are fixed per event (see Table 2). For
each (random) set of positive examples we measure event de-
tection performance on the test set and repeat this process
20 times.

4. RESULTS

4.1 Influence of concept bank size
We plot the results of experiment 1 in Figure 3(a). As

expected the event detection accuracy increases when more
and more concept detectors are part of the bank. Up to
approximately 500 (random) concept detectors the increase
in event detection accuracy is close to linear, afterwards it
saturates to the end value of 0.096 MAP when using all
1,346 available concept detectors. Interestingly, the box plot
reveals that there exist a bank, containing only 500 concepts,
which performs better than using all concepts (compare the
top of the whisker at 500 concepts, with an MAP of 0.102
with the maximum MAP of 0.096 when using all concepts).
This result shows that some banks of concepts are more
informative than others for video event detection.

When we zoom in on individual events the connection be-
tween concept banks and event definitions can be studied.
We inspect the box plot of Figure 3(a) also for the 15 in-
dividual events (data not shown). The plots reveal several
positive outliers using just a small number of concepts in
the bank. Noticeable examples are obtained for the events
Landing fish, Wedding ceremony, Flash mob gathering, and
Parkour. Figure 3(b) details the box plot for Landing fish.
For this event we observe an outlier bank with an AP of 0.292
containing only 100 randomly selected concepts (compare to
the maximum of 0.170 when using all concepts). The results
of experiment 1 show that, in general, the event detection
accuracy increases with the number of semantic concepts in
the bank. However, it also shows that some banks of con-
cepts are more informative than others for specific events,
and this may result in improved event detection accuracy.

4.2 All concepts versus informative concepts
We plot the result of experiment 2 in Figure 4 and Figure

5. The result in Figure 4 shows that by using the concept
bank with size less than 40 concepts, the performance of
event detection is below the baseline of 0.098. When we in-
crease the size of concept bank from 60 to 300 concepts, the
event detection accuracy also increases from 0.118 to 0.158.
However, more is not better, as further increasing the size
from 300 to 800 results in a decrease in MAP again from
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Figure 6: Experiment 2. Informative concept banks
for the events (a) Flash mob gathering and (b) Bat-
ting in run. Font size correlates with automatically
estimated informativeness. Note that the algorithm
found concepts that make sense without being pro-
grammed to do so.

0.158 to 0.133. The result in Figure 4 show that by select-
ing an informative concept bank with size 300 we can reach
to the 0.158 MAP. We plot the result of using the informa-
tive concept bank of size 300 in the Figure 5(a). We observe
that on average, the bank of informative concepts relatively
improve the normal bank-of-concepts method 65% (0.158
vs 0.096 MAP). We can see that in all event categories, our
representation based on the informative concept bank is bet-
ter than using a representation using all concepts of bank.
When we focus on the result of Figure 5(a) we find a consid-
erable improvement for events such as Landing fish, Wedding
ceremony and Flash mob gathering, where the improvements
are 88%, 59%, and 175% respectively. Recall that we reach
this result by using an informative concept bank containing
only 23% of the concept detectors available. When relevant
concepts are unavailable in the concept bank, the results will
not improve, as can be seen for the event Making sandwich.
Figure 6(a) highlights the informative concept bank for the
event Flash mob gathering.

For sake of comparison with the state-of-the-art we also
repeat experiment 2 for TRECVID’s 2010 multimedia event
detection corpus. This data set consists of three events:
Assembling a shelter, Batting in run, and Making cake. Here
we adopt the 280 concept bank provided by Merler et al. [21].
Again, we employ our cross-entropy algorithm for finding
the most informative concept bank per event. The results
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Figure 7: Experiment 3. An informative concept
bank outperforms a full concept bank and bag-of-
words, even for small amounts of training examples.

in Figure 5(b) confirm the results of experiment 2. Again
the informative concept bank outperforms the baseline for
all three events (0.443 vs 0.360 MAP) and uses only 36%
of the available concepts (100 vs 280). Figure 6(b) shows
the automatically selected concepts for the event Batting in
run.

The results of experiment 2, and the same experiment
on the dataset provided by [21], show that event detection
using an automatically found bank of informative concepts
outperforms a bank using all concepts, and always contains
significantly less semantic concepts.

4.3 Influence of event training examples
We plot the results of experiment 3 in Figure 7. As ex-

pected the event detection accuracy increases when more
and more positive event example are used for training the
classifier. Independent of the number of training examples
used, the accuracy of the informative concept bank outper-
forms both the concept bank using all available detectors
and the bag-of-words. Moreover, the difference in accuracy
between the three methods is increasing when the number
of event training examples grows. For example, when we use
only 1 positive event training example the difference between
informative concept banks is small with 0.01 compared to
a full concept bank and 0.015 compared to bag-of-words.
When using 500 event keyframe examples the differences in-
creases to 0.028 compared to bank of concepts and 0.058
compared to bag-of-words.

The result of experiment 3 shows an increasing video event
detection accuracy when increasing the number of positive
training examples. More surprising, concept banks outper-
form bag-of-words for small amounts of training examples.
Moreover, we observe that independent of the number of
positive training example used, the accuracy of the informa-
tive concept bank tends to be better than both the full con-
cept bank and bag-of-words. We conclude that, compared to
competing approaches, an informative concept bank is most
robust under a limited number of training examples.

5. CONCLUSION
We study event detection based on banks of concept detec-

tors. Different from existing work, which simply includes in
the bank all available detectors, we propose a cross-entropy
inspired algorithm that learns to find from examples the
bank of most informative concepts. We study the behavior
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of informative concept banks by performing three experi-
ments on the unconstrained web video collection from the
TRECVID 2011 multimedia event detection task using a to-
tal of 1,346 concept detectors.

The result of experiment 1 gives an indication that large
banks of concept detectors are important for covering a vari-
ety of complex events, as they may appear in unconstrained
video. In general, the event detection accuracy increases
with the number of concept detectors in the bank. How-
ever, it also shows that some concept banks are more infor-
mative than others for specific events, and this may result
in improved event detection accuracy. The results of experi-
ment 2, and the same experiment on the dataset provided by
Merler et al. [21], show that event detection using an infor-
mative concept bank outperform banks using all concepts,
and always contains significantly less detectors. Finally, ex-
periment 3 reveals that our informative concept bank out-
performs both a bank using all concepts and a bag-of-words
for small amounts of training examples. What is more the
concepts in the informative concept bank appear to have a
semantic relation with the events they model. We conclude
that for video event detection using concept banks it pays
to be informative.
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W. Hsu, L. S. Kennedy, A. G. Hauptmann, and J. Curtis.
Large-scale concept ontology for multimedia. IEEE
MultiMedia, 13(3), 2006.

[23] P. Natarajan, S. Wu, S. N. P. Vitaladevuni, X. Zhuang,
S. Tsakalidis, U. Park, R. Prasad, and P. Natarajan.
Multimodal feature fusion for robust event detection in web
videos. In CVPR, 2012.

[24] R. Y. Rubinstein and D. P. Kroese. The Cross-Entropy
Method: A Unified Approach to Combinatorial
Optimization, Monte-Carlo Simulation and Machine
Learning. Springer, 2004.

[25] S. Sadanand and J. J. Corso. Action bank: A high-level
representation of activity in video. In CVPR, 2012.

[26] S. Shalev-Shwartz, Y. Singer, N. Srebro, and A. Cotter.
Pegasos: primal estimated sub-gradient solver for svm.
Math. Program., 127(1), 2011.

[27] A. F. Smeaton, P. Over, and W. Kraaij. Evaluation
campaigns and TRECVid. In ACM MIR, 2006.

[28] C. G. M. Snoek and M. Worring. Concept-based video
retrieval. FnTIR, 2(4), 2009.

[29] A. Tamrakar, S. Ali, Q. Yu, J. Liu, O. Javed, A. Divakaran,
H. Cheng, and H. S. Sawhney. Evaluation of low-level
features and their combinations for complex event detection
in open source videos. In CVPR, 2012.

[30] TRECVID Multimedia Event Detection Evaluation Track,
2011. http://www.nist.gov/itl/iad/mig/med.cfm.

[31] K. E. A. van de Sande, T. Gevers, and C. G. M. Snoek.
Evaluating color descriptors for object and scene
recognition. TPAMI, 32(9), 2010.

[32] X.-Y. Wei, C.-W. Ngo, and Y.-G. Jiang. Selection of
concept detectors for video search by ontology-enriched
semantic spaces. TMM, 10(6), 2008.

[33] L. Xie, H. Sundaram, and M. Campbell. Event mining in
multimedia streams. Proceedings of the IEEE, 96, 2008.

[34] D. Xu and S.-F. Chang. Video event recognition using
kernel methods with multilevel temporal alignment.
TPAMI, 30(11), 2008.

262



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Academy
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Alba
    /AlbaMatter
    /AlbaSuper
    /Algerian
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /BabyKruffy
    /BaskOldFace
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BlackadderITC-Regular
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chick
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Croobie
    /CurlzMT
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /Fat
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Freshbot
    /Frosty
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GlooGun
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /Jenkinsv20
    /Jenkinsv20Thik
    /Jokerman-Regular
    /Jokewood
    /JuiceITC-Regular
    /Karat
    /Kartika
    /KristenITC-Regular
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /MaturaMTScriptCapitals
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MSOutlook
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /OCRAExtended
    /OldEnglishTextMT
    /Onyx
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /Playbill
    /Poornut
    /PoorRichard-Regular
    /Porkys
    /PorkysHeavy
    /Pristina-Regular
    /PussycatSassy
    /PussycatSnickers
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /ScriptMTBold
    /ShowcardGothic-Reg
    /Shruti
    /SnapITC-Regular
    /Square721BT-Roman
    /Stencil
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Webdings
    /WeltronUrban
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




